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摘要：Mathematical optimization over trained machine learning (ML) models is
an area of increasing interest. Relevant applications include verification,
minimizing neural acquisition functions, and integrating a trained surrogate into a
larger decision-making problem. In this talk, we first introduce optimization and
machine learning toolkit (OMLT). We discuss the advances in optimization
technology that made OMLT possible, and demonstrate how to use OMLT for
solving decision-making problems in both computer science and engineering. The
second part is about optimization over trained graph neural networks (GNNs),
which is already supported by the latest version of OMLT. Two applications, GNN
verification and GNN-based molecular design, will be discussed in detail. Lastly,
we will introduce our recent work about global optimization of Gaussian process
acquisition functions using a piecewise-linear kernel approximation.
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